MINIMIZING LATENCY IN CLUSTER WITH CLOUD COMPUTING
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ABSTRACT

The DDN Web Object Scaler (WOS) is a revolutionabject-based, cloud storage system that addrebeses t
needs of content scale-out and global distributitrits core is the WOS object clustering systemtelligent software that
allows a massively scalable content delivery platféo be created out of small building blocks, dimgpbthe system to
start small, and easily grow to a multi-Petabytales©bjects stored in the WOS cluster are manageablicies which
determine where the data should physically resSi®S policies dictate content distribution withiretlsluster. Using
policy-based content distribution with WOS, orgati@ans can easily create disaster recover siteaseptontent close to

where it will be accessed to improve performanaglatency, or share content across the globe.

One of the most unique features of WOS is thataiintains data location intelligence across the V@Ster and
minimizes object access latency, one of the biggesies in cloud computing today. With this builtintelligence, WOS
ensures that data is always served back to clfeantsthe “closest” location (i.e. with the lowesigsible latency) and that
bandwidth costs between zones are kept in cheak sphcifics of how WOS determines the closest mestaf data is the

topic of the remainder of this document.
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